报业需要怎样的“大模型”

——以苏州日报社AI“播报+”实践为例

常新 高岩 阮剑

**【摘要】：**苏州日报社大力推进“播报大模型”建设，通过搭建垂直类大模型，持续深耕内容数据，盘活报业发展历程中大量沉睡的数据信息“存量”底盘，打造新型主流媒体跨越式发展的智能技术“增量”引擎。全面启动“人工智能+”助力媒体融合发展，推进新质生产力在不同场景下赋能，重塑内容产品结构，延伸新的内容生产链条，提升内容传播质量，有效扩大传播影响力。
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习近平总书记指出，把新一代人工智能作为推动科技跨越发展、产业优化升级、生产力整体跃升的驱动力量，努力实现高质量发展。人工智能领域近年来正在迎来一场由生成式人工智能大模型引领的爆发式发展。2022年11月30日，OpenAI公司推出人工智能对话聊天机器人ChatGPT，掀起了一场大模型浪潮。Gemini、文心一言、Copilot、LLaMA、SAM、SORA等各种大模型在中国如雨后春笋般涌现，随之而来的2023年被誉为“大模型元年”。

当前，国内传媒业正在推进人工智能和媒体改革深融，为高质量发展注入强劲动力。2022年，苏州日报社技术团队自主研发了AI“播报指数”，从搭建“小模型＋判别式”系统，由传统的人脸识别、目标检测、文本分类起步，2024年转向“大模型＋生成式”的AI“播报大模型（B-1）”，实现了文本生成、3D数字人生成、图像生成、语音生成、视频生成。随着人工智能技术不断突破，苏报更加深刻地认识到，人工智能与新闻内容数据要素高度融合的AI“播报+”生态体系建设，将成为报业新质生产力的重要方向。

**一、报业为什么需要“大模型”**

国内很多报业集团目前都在积极训练自己的大语言模型。有观点认为这是华而不实的“花架子”“赶时髦”，其实大语言模型和报业集团的核心数据资产之间，有着必然和深刻的逻辑关联。

大模型以“大”取胜。“大”有三层含义：算法参数大，GPT-4的参数规模达到了1.8万亿，训练数据规模达到了惊人的13万亿token，较GPT-3的1000亿参数数量提升了百倍之多。庞大的参数数量为GPT-4在理解和生成文本任务上提供了巨大的计算能力。大模型的算法和算力，都是建立在超级数据量的基础上。尽管和国内千亿级参数、百亿级数据量的头部大模型相比，报纸的数据量还不算海量，但这些数据的权威性和独特性，依然是各大报业集团未来打造垂直类大模型的核心数字资产。

近年来，苏州日报社的技术团队开发了“苏州新闻出版数据中台”，利用大数据技术和AI自然语言处理技术，确保系统的先进性，并拓宽其应用范围。该中台通过整合报社现有平台中的各个内容数据孤岛，形成了一个统一的数据资源池，即“数据湖”。这不仅提高了数据的可用性和价值，还促进了媒体内容的深度融合，为报社的数字化转型提供了强有力的支持。

1949年7月1日创刊的苏州日报，已风雨兼程75年。前70年，报社纸媒数据库（涵盖自创刊以来的自有报纸和苏州各县市报纸）、新媒体内容库，涵盖了旗下的各类新媒体平台，累计的关系型数据量已超过8000万条。近5年，数字产品资源库（包括影像资料、H5产品和新媒体素材）、用户数据库以及全网数据库等，又新增接近2000万条数据。目前“五库合一”的“数据中台”，价值数据总量已超1亿条。该中台将分散的数据源整合成一张网络，通过集中管理数据，使得数据能够在整个组织内流动，支持不同板块间的数据共享与协作，从而推动业务流程的优化和创新。

中央和省级大报，拥有的数据量更具不可替代性。在“小模型”时代，报业集团的确很难“唤醒”这些沉淀在各个角落里的数据。大语言模型的出现，给报业数字内容整合带来了全新的发展逻辑和广阔的应用蓝海。

**二、报业“大模型”的功能定位**

大模型对于传统媒体的冲击是颠覆性和取代性的。未来，也许除了创意策划和非虚构写作（包括调查性报道和舆论监督），报业集团的大量新闻业务工作都将受到影响。

毫无疑问，传统报人无法接受大语言模型成为行业“掘墓人”。因此，“大模型如何为我所用”已是生存之问。这也从一个侧面解释了为何多家报业集团不惜花费人力物力财力孜孜以求自己的大模型。

就报业而言，大模型的最大价值，或许还在于继续深耕数据，盘活报社大量沉睡的信息“存量”底盘，打造新型主流媒体跨越式发展的技术“增量”引擎，赋能新闻媒体在舆论主战场上不断提升核心功能与价值、跨越传统的业务界限。只有全面启动媒体融合“人工智能+”发展，构筑起串联各种场景的AI应用生态，才能重塑报业内容产品结构，延伸新的内容生产链条，补足现有发展短板，提升内容传播质量，有效扩大传播影响力。

2024年伊始，苏州日报社发力推进“播报大模型”建设。“播报大模型”是一款集多项AIGC生成式人工智能技术的媒体合成数据内容产品，显著提升内容生产的效率和质量。系统一期主要包括：AI写稿、文本润色、智绘苏州、稿件配图、多模态数据治理的融合应用等功能。

（一）AI写稿功能。利用AIGC大语言模型（文生文）文本能力，实现了对新闻稿件的自动撰写。通过自然语言处理和机器学习等技术手段，能够自动分析新闻素材和数据，生成高质量的新闻稿件，实现对文本的润色等功能。

（二）AI配图功能。利用AIGC图片生成模型（文生图），能够深度解析文本内容，理解其含义和背后的情感，进而生成与之匹配的图像，使新闻报道更加生动、直观，为媒体内容创作提供更多可能性。

（三）AI视频素材处理功能。通过图生视频技术，将静态的图像转化为动态的视频素材。模型通过理解和模仿图像中的运动规律，从而生成流畅自然的视频片段素材。

（四）AI合成数据新闻功能。结合数据湖，基于Transformer深度学习开源架构，使用多模态向量模型，将文本、图片、视频内容转化为高维向量，存入向量数据库，捕捉其内在的特征和语义信息。通过检索增强生成（RAG），深度解析文本内容，实现用户意图判断，在海量的媒体资源中快速找到与用户查询意图高度匹配的内容，理解其含义和背后的情感，进而生成与之匹配的影像。

在推动报纸内容生产的智能化、高效化方面，“播报大模型”日益发挥重要作用。利用AIGC技术探索创新路径，完善产品功能结构，以技术驱动媒体融合深度变革和创新发展，是报业“智改数转”的可靠路径。

**三、报业“大模型”的N个应用场景**

以数据中台为基础，苏州日报社从2022年起，就着力于打造AI“播报+”媒体传播技术生态，以“新闻+政务服务商务”技术开发新模式，为苏州多个地区板块及行政部门搭建“播报指数”产品，提供定制化的信息服务解决方案。

2024年5月30日，“播报大模型（B-1）”在昆山市发布。随着轻柔曼妙的旋律响起，诗画般的古风昆山缓缓舒展在眼前——一部昆山城市MV样片让所有人眼前一亮。与一般简单套用模板或使用原始素材堆砌的模式不同，MV从“数据湖”中快速找到与用户查询意图高度匹配的内容，并结合昆山文化地标和各古镇特色，以清新灵动的画面搭配贴切优美的歌词，呈现出昆山繁华的古今辉映。

当前，大型模型的发展正在促使人工智能生成内容（AIGC）领域向着“模型即服务”（Model as a Service）的方向转型。这一趋势强调的是通过模型提供服务的能力，而非单纯作为静态产品的交付。关键在于，模型的价值不再局限于其自身，更重要的是它所具备的整合能力——即如何通过与现有技术栈、系统乃至整个业务流程的深度融合，来解决实际问题、激发新的商业价值并提高工作效率。

在这种背景下，大模型作为这一转型过程中的关键要素，充当着连接不同技术和业务场景的桥梁，能够促进各种新型产品和服务的诞生。尤其在媒体行业，这类模型的应用使得内容创作与管理实现了质的飞跃，不仅提升了内容生产的智能化水平，还重构了传统的工作流程，使得报业等传统行业能够更好地适应数字化转型的需求。通过这种方式，大模型不仅仅是一个技术工具，还成为一种推动行业变革的重要力量。

通过一系列尝试，大模型已经带来了诸多全新的应用场景。

**（一）媒体交互“数智人”**

虚拟“数智人”应用为观众带来了更为生动逼真的视听体验。它们依据用户的偏好和历史行为进行个性化的内容推荐，从而增强用户满意度与平台黏性，并提升了节目的互动性和吸引力。同时，多语言自动翻译技术的应用打破了语言壁垒，使媒体内容得以触及全球范围内的受众，促进国际化的传播交流。其高效生成高质量内容的能力大幅提升了内容制作的效率，令媒体工作者能够将更多精力投入到深度报道与原创内容的创作之中。

**（二）多模态数据治理及合成数据新闻**

早在2019年，苏州日报社就开始坚持走媒体智能化的道路，坚信数字化是实现媒体智能化的前提，全面启动了数据资产化项目建设，建立中台体系，致力于解决数据要素间的痛点和堵点。在数据治理的第一阶段，通过传统的自然语言处理（NLP）技术，对“数据湖”进行初步结构化治理，主要依赖规则和特征分析技术；第二阶段，借助Transformer深度神经网络架构，实现对文本、影像数据的智能识别打标并进行深度加工，盘活历史“存量”，实现价值“增量”，催生合成数据新闻，增强新闻报道的深度和广度。

**（三）创意辅助与影像增强**

在图像编辑方面，AIGC技术能够辅助设计师完成从构思到实现的整个流程，可以将简单的草图转换为逼真的图像，或将黑白照片上色，甚至改变图片中的元素。例如，今年7月5日，《苏州日报》特刊通过AIGC图片生成技术生成了一张80MB的四连版报纸版面高清素材，解决了寻找超大素材的难点问题。同时，协助美编实现图片批量上色，为其提供更直观的配色选择方案。在视频编辑方面，AIGC可以将静态的图片转化为视频画面，自动生成视频摘要或根据内容生成解说视频。在音乐创作方面，AIGC可以根据特定的风格和情绪自动生成音乐作品，从古典到流行的各种曲风，为音乐创作提供了无限的可能。

**（四）用户意图识别的AI知识库助手应用**

基于“苏州新闻出版数据中台”建立起的各类数据仓库，苏报致力于打造多种AI知识库助手应用。通过分析用户输入的文本或语音信息，准确判断出用户的真实需求或目的。将用户输入归类到预定义的意图类别中，如查询信息、执行操作、寻求建议等，使用机器学习模型来识别用户的意图。同时，根据多轮对话管理，进行上下文感知。将识别出的意图，从知识库中进行检索增强生成（RAG）查询。目前，苏报正致力于落地多个AI助手工具，例如：能够分析复杂的法律文本，提供通俗易懂的解释和实际应用指导的AI法规助手；能够提供在线村社区服务，为农村居民提供便捷的信息交流和服务获取渠道的AI云社区；能够就党建知识、党务工作进行咨询学习的AI党建助手，等等。今年9月，专门服务于引导网络舆情发布的苏报AI助手工具也已通过有关审核。

**（五）内容智能检校**

媒体的核心使命是传播精准、可信的信息。然而，传统的校验工具往往只专注于某一方面的功能，比如拼写检查或语法纠正，这导致用户需要使用多种工具来满足不同的需求。由于缺乏对上下文的理解能力，这些工具时常会出现误报或漏报的情况。今年7月，为解决传统校验软件功能的局限性，苏报结合采编部门累积下的大量公文语料库，并利用大模型赋予的用户意图和语境理解能力，构建起三位一体的“播报检校系统”。从多维度识别并过滤不良信息，强化信息的质量与安全性。

**（六）舆情监测系统和分析报告**

通过AIGC技术，使用事件检测算法捕捉突发新闻或热点事件的发生，并对事件的发展进行持续跟踪，记录其时间线和发展脉络。将分析结果通过图表、仪表盘等形式可视化呈现，便于决策者快速理解关键信息。自动生成分析报告，包含趋势图、关键词云、情感分布等元素。苏报推出的“播报监测服务模式”已在多个部门应用落地，用于实时掌握公众情绪走势和舆情热点。该模式不仅提升了舆情监测的时效性和准确性，还为决策提供了坚实的数据支持，帮助相关部门及时响应并有效管理舆情。

新观念带来新技术，新技术促进新应用，新应用衍生新场景，新场景催动新产品，新产品产生新价值。由大模型带来的一条由AI“播报+”驱动的苏州日报“智改数转”高质量发展闭环已扑面而来。
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